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Abstract

This deliverable presenthe final resultfrom the System Level Simulations of selected techr]
components and the techeoonomic studiesvhich are led on different vertical use cagesn the
ONES5G project. The simulation results indicate notable gains from the deployment of these t¢
components and also show the significant benefits when sbiieese components acembired
together. The techreconomic studies provide usefasightsonthetotal cost of ownership variatior
with different deployment options, particularly the 3GPP RAN centralization options. These

are a usefubasis for anypreparationso deploy/adapt networks to support the different 5Gicadr
area considered

Keywords

5G, CentralizedRAN, Component carrier, Drone based communicatiemfianced HARQLong
range connectivitymassive MIMO, Multi-cell scheduler, System Level Simulator, Smart cit
Techneeconomic analysjs/2X communications
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Executive Summary

Thi s final deliverable from work package WP2
Eval uati ono cesultsdobtheaysemtietebsimbilatianealried out by WP2, based

ontechnical componengroposed byheother ONE5SG work packagd8P 3 A End t-o End mu
service performance optiamitzathiaome caes swalnld d 3 nWF
It further presentsjuantitative techo-economic and business analys# different vertical
deploymergrelated b selectedise cases defined in D2Both Megacitiesandunderserved areas

are addressdaly the performed system simulations aachineeconomic analyse

Specifically, the selected technical components (TeC) from WP3 and WP4 are:

1 Centralized multcell scheduling that exploits cooperative mypgint and non
orthogonal multiple access (in power domain) techniques

1 Dynamic component carrier management based on network state, service category, and
context information

1 Traffic steering based on prediaiintelligence algorithms leveraging previous network
observations and context data

1 Comparison of uniform circular arrays and uniform rectangular arrays for massive MIMO
in a multicell context

Enhanced hybrid automatic repeajuesthat uses the #ep scheme

Optimized functionality placement and resource allocatiaemralizedand distributed
radio access networf€ERAN/DRAN)

These technical components address different service categories (eMBB, URMTIC) and
thecorresponding benefits with respect to, e.g., throughput and/or latency are highlighted for each
case. Also, some results are presented where two of the technical compalyearsiq
component carrier management andssive MIMO arraysare jointly analged. Furthermore,
system level simulations are conducted for the evaluation of connection density in mMTC
environments for different system bandwidths. The goal of this study is to investigate whether the
InternationaM obile CommunicationsIMT) -2020connetion density requirements are satisfied.

A thorough techn@conomic and business analysis is carried owiffarent deployment options

related toselected use cases that were defined within the project. These sindigsethe
expected costs for diffent SGPP RAN centralization deployment options. The automotive use
case aided by muliccess edge computing (MEC) is first considered and the impact of different
MEC implementations on the CAPEX and OPEX is studied. The mMTC scenario is considered
next and the number of additional resources that would be necessary to accommodate the number
of mMMTC connections envisioned fa future Smart cityis investigated. The longange
connectivity use case is presented afterwards and the viability of extensi@rco¥/érage in far

remote and rural areas is investigated. From a site configuration perspective, several options (e.g.
increasing antenna height, sectorization) are assessed in order to evaluate their impact on the
coverage or capacity of the cell and fthé configuration that provides the best traffedbetween

site cost and cell radius. The best backhaul deployments for large cell radii are studied as well.
Finally, different aspects of drone based 5G provision to emergency services are studied. A total
cost of ownership (TCO) comparison for two centralization options, 3GPP split 7 and 2, is
presented, and a cost sensitivity analysis on factors that influence the TCO is conducted. A
framework for quantifying the opportunity cost of using a fixed porabthe 5G commercial
spectrum in a prioritized licensed shared access for emergency services is then presented. A
comparison of results across use cases is performed as well.
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1l ntroducti on

Deliverable D2.3 presents the final system level simulations resulseletted technical
componats and techneconomic studiesn selected use cases from the ONESG project. This
deliverable builds on the previous deliverable D2vBere the initial simulation results and the
qualitative framework for the techraxonomicstudies were presented

The major contributions from this deliverable are fafl. Firstly, it presents a comprehensive
system level evaluation for the selected technical components, including their performance with
5G-NR features. Some of the analysee axtended to cover scenarios where two technical
components aritegrated to yiel&ombinedgains from the application. This effort from WP2
helps to demonstrate the realistic gains achievable with the proposed technical companents in
system contexiSecondly, the deliverable provides a detailed set of teebanomic studies on

the 5G deployment options to support key verticals. These studies will be invaluable for operators/
other parties planning to deploy similar 5G operations in near future,egmaronment where

little or no such information is publically available.

D2.3 is structured as follows.

Chapter 2 presents an overview of selected technical compaentell as the corresponding
simulation results. It also presents results where some technical components are jointly simulated.
Overall, the simulation results show significant gains from the usage of these components. The
gains are quantified with regis to spectral efficiency and/or latency, energy consumption, etc.
according to the service category at hand (e.g. eMBB, URLLC, éfs®, our resultson
connection density for mMTC deploymentghich has been contributed to th&T-2020
Evaluation Groupis presented. Chapter 2 is concludeith a look at the gains and benefits
illustrated by the technical components, particularly in view of the 5G featureshgesllim the
simulation context.

Chapter 3 details the techhaoonomic analysis for the folving use cases: automotive aided by
multi-access edge computing, smart cities with massive machine type communications, long
range connectivity in remote areas, and-temestrial networks for disaster and emergency
communications. These studies providgwortant insights into the incurred cost with different
deployment options, particularly the 3GPP RAN centralization optighish alsoform a basis

for some broad comparison of the deployment castess thaise caseslhe unique technical
requirementf each of the use cases are captured in these studies and the comparisons make
clear that a generic deployment model across all the verticals will be highly impractical and also
expensive. Some insights into opportunities for shared spectrum usageewithin commercial

5G operations are also provided in this chapter.

This deliverable is concluded in Chapter 4.
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2Te@Gverviemhasdmul ati on resul

21 Si muloavteorrandweval uati on met hod

vari ous TeCs

As mentioned ifONE18D22], system level evaluation through simulations need to take into
account different aspects related to configuration, environment models, network (simulated
system) models, analyticand event handlingAll of theseare accessibléin a useifriendly
graphical ser interface (GUI)The main simulatocomponents are described as fokow

Environment models and configuratiohfirst step of systerevel simulations is to specify the
simulated system (i.e., define the considered parameters), designate the emig@mueselect
analytics. Environment concerns aspects related to traffic (e.g. proper modelling of, eMBB
mMTC, anticipated load,mobility) and radio conditionge.g. propagation models). The
aforementioned parameters and details have been reported &ldo én p rintejn@ cepod s
[ONE18IR21]. This is triggered by the fact that project use casespart of the scenarios
fimegacitieé and fiunderserved areasand as a result, different traffic characteristics apply
depending on the use case. Such aspeititbe properly documented for the considered use cases
in order to consider them in the simulations later on

Network/ Simulated System modé&gstem aspects include network deployment e.g. small cells
and macro cellddepending on the deploymefd) use cases in undersena@asand megacities.

Also, spectrum aspects are considered for utilization of bands below 6GHz and to be expanded in
mmWave.As an example, the model defines bands allowed to be usetimber ofchannels,
bandwidth etc. Abstraction of PHY/MAC is taken into accqeng. spectral efficiency mapping
curvesand Radio Resource Management (RRM) algorithms are also considered.

Analytics: The simulation results will be evaluated against the Key Perfarenbdicator (KPI)
targets (e.gthroughput, latency). The results are asadly and visuated. KPIs are carefully
elaborated in WP2 as well as related standards. Key Quality Indicators (KQI) are also studied in
the context of WPPONE17#D21]and WP3JONE18-D31]in order to offer a framework to reflect
objectively the service performance and quality, inherently from an E2E perspective.

Event HandlingAn event may be distinguished by time, location, type (e.g., session set up, call
request, packet transraien), services, devices, users and supplemeimt@amymation Details on
event handling are provided laterthredocument.

Graphical User Interface (GUIA userfriendly GUI is essential for easy handling of simulations

and demonstrations. The GUI castsiofuserfriendly tabs, text boxesnd input fieldsin order

to create an easy to use environment for data input as well as extraction of results by visualizing
results in graphs and charts.

Regarding the evaluation methodologs follow the approacimtroducedn [ONE18D22]. The
defined scenarios and use casesdascribed ithepr oj ect 6 s ONE27ADR21) Eheya b | e
provide theessential information for building environment models and KPI targets. Technical
components are developé&d WP3 andWP4. In the first phaseof the development, initial
evaluations via system level simulations are performigdally in the second phase
comprehensive system level simulaticare conducted in the context of WRA analysethe
evaludion of technical compoentswith 5G-NR features, analysing the combined gains when
some TeCs are integrated in the simulator togethevell as validation studies through PoCs (in
the context of WP5)TeCs have been selected based on maturity, compatibility with sjestem
simulator and are a representative sample of WP3 and nal&#dtasks It is the results of the
integration of TeCs developed by different partners intadéheslopedsystemlevel simulator

The aforementioned approach is depicteBigure2-1
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Figure 2-1: Evaluation methodology approach DNE18-D22]

22 TeC#1 ev-aLlemdtriadn-eceldl mathedul I n

2210vercdddcription of the component

The basic idea ofentralized multic e | | schedul i-ogl liéd mamadgead Aibwpar
Unit (CU) perforns all radio tasks above the MAC layer corresponding to the different cells. This

CU will perform all the schedulg decisions and allocate the users to the resource blocks and

Remote UnifRU) where the channel conditions are the best by taking advantageGliahael

Quality Indicator(CQIs) reported by the userblore details can be found in ONE®Bliverable
D3.1[ONE18D31].

Using channel conditionsepresented bZQI values, the centralized muttell scheduler will
create é88D-table populated with Proportional Fair (PF) mettleat it will use to schedule users
at the available subands and RUs. The 3@ablecontains the metrics from all the crossing links,
i.e. from each UE to each RU. Therefdhe,centralized scheduler will rely on this table to decide
which RU has to transmit to a certain UE at some certairbants in every subframe, TTI
1ms.

In order to be more flexible, the centralized muakill scheduler allows frequency reuse by means
of techniques such as CoMRd NOMAIn power domainThe decision to apply these techniques
is determinedby a threshold that the SINR values between different RUst fulfil at certain

subbands, and by a cluster size which limits the maximum number of RUs to be coordinated

Margins to apply CoMP, NOMA and RF isolation t
indicate different RIs and j a certain subbamdhere the study is being carried out:

1 CoMP is applied whether the following relation is met:
YOO Y YOO 'Y 6Q O a'Q6 ¢ b oQob
1 NOMA is applied whether the following relation is met:
0 ‘OB a QYOULODXOOY "YOU'Y 6 T &' QYOQI € & 00 Q¢ &
0Q0o YOO'Y "YOU'Y ¢ Q6
1 Otherwise, RF isolation method will be applied.

222Component evaluati on

In this subsection, we providéhe component evaluation which takes into account the
implementation in the systeievel simulator of the centralized muttell scheduling technical
component. The results have been validated by the respective technical component owner who is

a member of the projectds c o nos@kedintouaotountithe t hi s
described procedure and principles for maéil scheduling including NOMA and CoMP
aspectsThe following simulation parameters have been considered:
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Table 2-1: Simulation parametersfor TeC#1 evaluations

Number of cells 21

Base station Tx power | 46 dBm

Inter-site DistancelED) | 500 m

Type of environment Urban

Location of base station Rooftop (10 m)

MIMO scheme 2x2

Total number of UEs 300, 600, 1200

UE Tx power 23 dBm

Heightof UEs 15m

Location of UEs Uniform

Path loss L=128.1+37.6logl0(R),

R in kilometers

Bandwidth 10MHz downlink and 10MHz
uplink

Frequency 2 GHz

Traffic type and model | eMBB, 3GPP FTP Model 1

Simulation time 60s

As illustrated inFigure2-2, we evaluae the impact of different NOMA and CoMP factoosthe
centralized multcell schedulingln Figure2-2a, the UE average downlink throughput is plotted
for different number of usersamely 300, 600 and 1200 users. In this plot, it is evident that when
bothCQl and NOMACoMPis not taken into account for the scheduling, we experiatmser
downlink throughput. Then, as NOMA and CoMire used throughput improvesSpecifically,
when NOMA factor 1 and CoMP factoraBe usedthese factors represent the NOMA and CoMP
gain that the system shall consider for reducing the hardness interf¢rémctsoughput results
are better compared to not using NOMA/CoMP by around, 8% this percentage goes near
20% when NOMA factor 2 and CoMP factoa®used.The combination oNOMA factor 2 and
CoMP factor 3 method gains the highest throughput amorgjtseheduling methods shown in
Figure 22a.Figure2-2b summarizes the throughput improvement percentages of when applying
fixed NOMA factor 1, 2, 3, while varying the CoMP factors ranging from 20% up to 40%.

12

10
RSRP C P QFNOMAL-Comp3 COFNOMAZ-NoComp COFNOMAZ-Comp3

QY Mo-NOMA/No-CoMP  COFNOMAL-NoCal

sghput (Mbps)

rage Downlink Throu

LIE Ave:

m300 UEs w600 UEs 1200 UEs

(@)

Dissemination level: public Pagel5/ 70



ONE5G
Deliverable D23

4 ™
40,00 NOMA= 2
& 3500 NOMA=1 NOMA= 1.5
o
&
g
< 30,00
=
b}
a2
£ 2500
o
E
2
2 20,00
=
E
2 15.00
£
&a
£
2
£ 10.00
5.00
0.00
NOCoMP  CoMP CoMP CoMP | [ NO-ComP  Comp CoMP coMP | [ NO-ComP ComP CoMP CoMP
factor=1 factor=3 factor=5 factor=1 factor=3 factor= 5 factor=1 factor=3 factor=5
. AN A 4

Figure 2-2: Evaluation of centralized multi-cell scheduling with different NOMA and CoMP factors

Furthermore, irFigure2-3 the CQI distributiorof served selected useis illustrated in order to
capture thémpact of NOMA implementationdn all cases, we see a rather balanced performance

in which users with various CQIls are selected by the algorithm to be served and not only the best
ones.The composition of each category of CQI users under NOMA method remains almost the
same as that of the N6OMA method.
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(a) cai9ol| 29 | o%
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5% 6%
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Figure 2-3: CQI distribution percentages (average¥or (a) No NOMA, (b) NOMA factor
1, (c) NOMA factor 2
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23 TeC#2 ev-alourgptoineemt carrier mana

2310verall description of the compone

Several techniques for component carrier management have been proposed, each of them
following different criteria [WPSLO, LVM17]. The most immediate research line could be the

load balancing among component carriers. In the same way, dual connectivity has been addressed
in recent works, showing its advantages and capabilities in different scen®WdpRLGAL16],

for exampleyegarding its ability to reduce radio link failures given a-fasving UE. Finally,

some recent works propose addressing reoltinectivitycomponent carriemanagement in a

similar way than active set management for 3G mobile netwWdrk¥ 16]. However,in these

works, only the radio channel conditions are considered as the foptihe component carrier
management.

The aim of this work is to dynamically assigomponent Carrierfrom multiple (more than two)

nodes (extending dual connectivity) accagdio the network state (e.g., network load or coverage
hole), as well as the service category and context informasigmesented iBubsection 3.2.2 of

D3.2 deliverabl¢gONEL8-D32]. In this study, eMBBs considered (i.e ONE5G use cases no. 2,

5 and 6]ONE17D21]). For this service categorgiven its need for higher throughput, a data
aggregation schemghouldbe followed. To this end, a Component Carrier (CC) manager is
proposed to determine the number of carriers to be assigned to Bhis€&C maager could be
implemented in the gNodeB and necessary information could be exchange by gNodeB by using
Xn interfacesAdditionally, the carrier indiceghe source nodes, and flawe also proposed by

the CC manager

Regarding the evaluation of teelution, an implementation based on eMBB has been selected.
For this implementation,iffierent types of inputs are considered, such as: (a) metrics reported by
the user, like th&Reference Signal Receiv&lality (RSRQ) and(b) metrics from the carriers

(like their load. Based on these inputs, the CC manager computes a score for each of the available
carriers indicating the carrier suitability for a specific user. This score can be conmaliféient

ways depending on the target criterion (dfca load balancing approach is followed, those CC

with a lower load will receive a higher scpihe the case of a target focusmeusignal quality, CC

with higher RSRQ will be selected

232Component evaluati on

In this subsection, we provide resutibtained withthe implementation in the systdevel
simulator of the component carrier management technical component. In this specific evaluation,
we consider only eMBB traffic and selecting cells with the criteridRaférence Signal Received
Power RSRB. The propsed solution is based on signal quality (RSRQ) and the load of candidate
component carriers.

Table 2-2: Simulation parametersfor TeC#2 evaluations

Number of Macro BS 19 macro 3sector base stations
Numberof Small BS 57 small base stations
Number of users 1000 users

Network area 2200x2200 meters

ISD 500 meters for macros
Frequencies 2GHz

Request arrival time Poisson

Traffic data generation | 1440 files per user per day
File Size 1MB
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Simulation time 60 sec
Bandwidth 20MHz
Component Carriers lto7
FTP direction Downlink

Figure 2-4 illustrates the result of throughput by considering different number of component
carriers and by taking into account the simulation paramet@iabhtdé2-2. The proposed approach
takes into account the selection of Ctbe RSRQ and load metrics whidemparing itwith the
RSRP metricFor all values of CCsthe RSRQ & load approach perforsiightly better interms

of throughputascompared to the RSRP case.

350

[
Q
o

Throughput (Mbps)

1 2 3 4 5 6 7
Number of CCs

e RSRP RSRQ & Load

Figure 2-4. Evaluation of throughput at a bandwidth of up to 20MHz

Table 2-3: Simulation parameters

Numberof Macro BS 19 macro &sector base stations
Number of Small BS 57 small base stations
Number of users 1000 users

Network area 2200x2200 meters

ISD 500 meters for macros
Frequencies 2GHz

Request intearrival time | Poisson
Traffic data generation | 1440 files per user per day

File Size 1MB & 8MB
Simulation time 60 sec
Bandwidth 10MHz
Component Carriers lto7

FTP direction Downlink

Figure 2-5 illustrates theaveragethroughput numberfor various values ofomponent carriers
usingthe simulation parameteirom Table2-3. In all cases, the RSRQ & load approacsiightly
superior to RSRkh terms of throughpuds shown in Fig.-B.

Dissemination level: public Pagel8/ 70



ONESG

Deliverable D23

180

o]

Average UE Downlink Throughput (Mbps)

[
N

— RSRP

[y
o
o

90
80
70
60
50
40
30
20
10

Average UE Downlink Throughput (Mbps)

[y
N

3 4 5 6 7
Number of CCs

RSRP & Load

(@)

3 4 5 6
Number of CCs

~

e RSRP RSRQ & Load

(b)

Figure 2-5: Evaluation of throughput at a bandwidth of up to 10MHz (a) 1MB file size, (b) 8MB file

size

Table 2-4: Simulation parameters

Number of Macro BS

19 macro 3ector base stations

Number of Small BS

57 small base stations

Number ofusers

1000 users

Network area

2200x2200 meters

ISD

500 meters for macros

Frequencies

2GHz

Request intearrival time

Poisson

Traffic data generation

1440 files per user per day

File Size

8MB

Simulation time 60 sec
Bandwidth 100MHz
ComponentCarriers 1to4
FTP direction Downlink

Finally, Figure 2-6 illustrates the result of throughput by considering different number of
component carriersvhen considering higher bandwidths of up to 100MHar taking into
account 5G assumptions of higher bandwidtbsach CCSimilar to previous results, for all
values of CCthe RSRQ & load approadrchieves slightly highethroughput compared to the
RSRP .
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Figure 2-6: Evaluation of throughput at a bandwidth of up to 100MHz

24 TeC#3 ev-d&lomatemmdame proactive Qo
steering

2410ver all description of the compone

The global objective of thiechnical componeris todevelop a set of tools to improve mobility
management in 5G NR in order to optimize the quality of experience (QoE) perceived by an end
user. To that end, and in order émphasize the end user perspectiaglio access network
peformance indicators are left aside in favor of metrics related to the QoE associated to a certain
service. These will be used as the input for mobility management use cases, like load balancing,
leading to éalancedoE.The proposed QoE traffic steeringethodconsiderQoE metrics for
different eMBB services as inputs order to obtain a balandesituation regarding user
experience in the different cells of the networkis solution can be completed by applying
predictive intelligence algorithms, rder to forecast traffic behavior and thus, a possible QoE
degradation. This will allow network operators to prevent such degradation by a proactive end
to-end optimization. These predictive intelligence algorithms will rely both on past observations
from the network as well as on context and social networkatatiescribed iSubsection 4.2.2

of D3.2 deliverabldONE18-D32]. Overall, the mainobjective of this TeC is to achieve a QoE
balancing by adjustingandover marginen a pesservice basis (i.e.JJAJE with the same service

in a certain cell have the same value of handover margin)

242Component evaluati on

In this subsection, we provide results which take into account the implementationfiqfaie
traffic steering technical component. THellowing simulation parameters are considered:

Table 2-5: Simulation parameters

Number of Macro BS 19 macro sector base stations
Network area 2200x2200 meters
Frequencies 2GHz

Simulation time 60 sec

Bandwidth 10MHz

FTPwebdirection Downlink
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Figure2-7 to Figure2-10illustrate the evaluation of QoE for different combinations of web and

FTP users. The QoE valuated for different simulation loops. Loops represented different
simulation runs. Thaim of theseloops is to show that the QoE metric converges and does not
exhibitlarge fluctuations. As such, all cases show a convergence of QOE metric 2ifim3

and stays almost stable till 10 loops.

39 338
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- 36

36 :

3.5 35
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10

7

—FTP WEB

Figure 2-7: Evaluation of QoE for 2000 web
usersand 3000FTP users

4.4

4.2 S ——

QoE

38
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Figure 2-9: Evaluation of QoE for 1000 web
users and 2000-TP users

e—FTP WEB

Figure 2-8: Evaluation of QoE for 3000 web
users and 3000-TP users

39
38
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O 36
35
3.4
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=—FTP WEB

Figure 2-10: Evaluation of QoE for 1000 web
users and 3000-TP users

Moreover, a figure of merit has been identifi€de considered figure of merit measures the level
of QoE imbalance in the scenarkor that, the average QoE per cell and service for a certain cell
is compared to the average QOE for neighboring.delisression(1) presergthe figure of merit
calculationFor a given cell c_i and service stHe QoE is computed as an average QoE perceived
by the users with service s_| in cell c_iag ‘@H . In the case of the neighboring cetlse
average QoE is computed anavera@ QoE per cell and service of theneighboring cells (in

this wok, a maxinum ofn=6 neighbors are considejed ¢ ‘OGH . Finally, N; represents the
number of considered cells.

Yo . B s h h s
LbeEO (1)

Theconvergence of th@oE tocertainvaluesis shown inFigure2-11 andFigure2-12.
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Figure 2-11: Figure of merit evaluation for Figure 2-12: Figure of merit evaluation for
FTP service Web service

25 TeC#4 eviammMlaMO o n

2510verall description of the compone

By now, the adiantages and tradeffs of massive MIMO are well understooB§W+19, and

with the introduction in the 3GPRR standardjt can be regarded asmature technology
[GPB+1§. However, when it comes to the deployment of antennas in centralized arraysuthe foc
is limited to planar antenna structur&T+18]. In this component, a circular array structure is
proposed in order to reduce outage of the directional planar antenna arrays.

System level evaluation of massive MIMO in cellular systems is computayiarad storage
wise very demandingug o the large antenna dimension dngh number of devices required to
utilize spatial multiplexing gains. Considering also realistic traffic models, simulations have to
cover a time range in the order of hundreds dfiseconds, an additional abstraction model
besides the SINfo-rate mapping is required and described in the following.

In [WU+14] a PHY-layer abstraction model is proposed and adapted to fit in the 5G dgsteim
platform. First, the PHY layer MIMO siulation is performed with parameter configuration
according to the use case or scenario requirements. frersystem levesimulations, the
following two outputs are requireas input tothe system level abstractiopee Sdton 5.4 in
[ONE18DA41]:

1. Thenumber of spatially multiplexed users per tifrequency resource

2. The achieved user spectral efficiency overthprecoded wideband SINR (also referred to as
geometry)or SNR

In the second step, the system level or network layer simulation is perforsuediag MIMO
technology componentherein, multiple users on a tirfiequency resource have to be selected
according to the mapping table or curve from PHY layer simulalibe mapping from SNR to
spectral efficiency can be done by selecting a point éuhe distribution requiring some
complexity or in thesimplest cas¢o use always the median value. Note that the active user
selection in the system level simulation may depend on traffic and mobility models. After the user
selection, the SNR amprecoeéd wideland SINRof these users is determined and used as input
to the mapping from SNR or geometry to user spectral efficiency.

252Component evaluati on

In this subsection, we provide some results which take into account the implementation of the
AmMI M Qeachical component. Théollowing simulation parameters are considerathere
UPA stands for uniform planar array and UCA for uniform cylindrical array
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Table 2-6: General simulation parameters

Parameter Value

Carrier frequency 3.75 GHz

Bandwidth 10MHz, 5X20MHz
Multiplexing OFDM1 5G NR
Resource block 12 subcarrier, 14 symbols
configuration

Subcarrier bandwidth 15 kHz

Duplex Mode Time Division Duple

Channel state informatio| Full and error free CSI
(CSI) knowledge at BS
Multiple-user transmissiol MMSE
scheme
Number of Macro Cells 19

Number of BS antennas UPA: triple sectorized [8x8]
UCA: [8x24], columns on

circle
XY -Deployment Hexagonal grid
Inter side distance 300 m
Height 25m
Transmit power 40dBm
User Height 15m
Element pattern Omni
UE Velocity 3 km/h
Number of Users 50016000
Area 1500«1500 meters

Thespectral efficiency curves are providedrigure2-13 andFigure2-14 which are taken into
account in the system level simulations:

Figure 2-13: Spectral efficiency when using Figure 2-14: Spectral efficiency when using
UPA UCA

Dissemination level: public Page23/ 70













































































































































