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Abstract 

This deliverable presents the final results from the System Level Simulations of selected technical 

components and the techno-economic studies which are led on different vertical use cases from the 

ONE5G project. The simulation results indicate notable gains from the deployment of these technical 

components and also show the significant benefits when some of these components are combined 

together. The techno-economic studies provide useful insights on the total cost of ownership variations 

with different deployment options, particularly the 3GPP RAN centralization options. These studies 

are a useful basis for any preparations to deploy/adapt networks to support the different 5G vertical 

areas considered. 
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Executive Summary 

This final deliverable from work package WP2 ñSystem Requirements, Integration, and 

Evaluationò contains the final results of the system level simulations carried out by WP2, based 

on technical components proposed by the other ONE5G work packages WP3 ñEnd to End multi-

service performance optimizationò as well as WP4 ñMulti-antenna access and link enhancementò. 

It further presents quantitative techno-economic and business analyses of different vertical 

deployments related to selected use cases defined in D2.1. Both Megacities and underserved areas 

are addressed by the performed system simulations and techno-economic analyses. 

Specifically, the selected technical components (TeC) from WP3 and WP4 are:  

¶ Centralized multi-cell scheduling that exploits cooperative multi-point and non-

orthogonal multiple access (in power domain) techniques  

¶ Dynamic component carrier management based on network state, service category, and 

context information     

¶ Traffic steering based on predictive intelligence algorithms leveraging previous network 

observations and context data 

¶ Comparison of uniform circular arrays and uniform rectangular arrays for massive MIMO 

in a multi-cell context  

¶ Enhanced hybrid automatic repeat request that uses the K-rep scheme  

¶ Optimized functionality placement and resource allocation in centralized and distributed 

radio access networks (CRAN/DRAN) 

These technical components address different service categories (eMBB, URLLC, mMTC) and 

the corresponding benefits with respect to, e.g., throughput and/or latency are highlighted for each 

case. Also, some results are presented where two of the technical components (dynamic 

component carrier management and massive MIMO arrays) are jointly analyzed. Furthermore, 

system level simulations are conducted for the evaluation of connection density in mMTC 

environments for different system bandwidths. The goal of this study is to investigate whether the 

International Mobile Communications (IMT)-2020 connection density requirements are satisfied. 

A thorough techno-economic and business analysis is carried out for different deployment options 

related to selected use cases that were defined within the project. These studies analyse the 

expected costs for different 3GPP RAN centralization deployment options. The automotive use 

case aided by multi-access edge computing (MEC) is first considered and the impact of different 

MEC implementations on the CAPEX and OPEX is studied. The mMTC scenario is considered 

next and the number of additional resources that would be necessary to accommodate the number 

of mMTC connections envisioned for a future Smart city is investigated. The long-range 

connectivity use case is presented afterwards and the viability of extension of 5G coverage in far 

remote and rural areas is investigated. From a site configuration perspective, several options (e.g. 

increasing antenna height, sectorization) are assessed in order to evaluate their impact on the 

coverage or capacity of the cell and find the configuration that provides the best trade-off between 

site cost and cell radius. The best backhaul deployments for large cell radii are studied as well. 

Finally, different aspects of drone based 5G provision to emergency services are studied. A total 

cost of ownership (TCO) comparison for two centralization options, 3GPP split 7 and 2, is 

presented, and a cost sensitivity analysis on factors that influence the TCO is conducted. A 

framework for quantifying the opportunity cost of using a fixed portion of the 5G commercial 

spectrum in a prioritized licensed shared access for emergency services is then presented. A 

comparison of results across use cases is performed as well.  
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1 Introduction 

Deliverable D2.3 presents the final system level simulations results of selected technical 

components and techno-economic studies on selected use cases from the ONE5G project. This 

deliverable builds on the previous deliverable D2.2, where the initial simulation results and the 

qualitative framework for the techno-economic studies were presented.  

The major contributions from this deliverable are two-fold. Firstly, it presents a comprehensive 

system level evaluation for the selected technical components, including their performance with 

5G-NR features. Some of the analyses are extended to cover scenarios where two technical 

components are integrated to yield combined gains from the application. This effort from WP2 

helps to demonstrate the realistic gains achievable with the proposed technical components in a 

system context. Secondly, the deliverable provides a detailed set of techno-economic studies on 

the 5G deployment options to support key verticals. These studies will be invaluable for operators/ 

other parties planning to deploy similar 5G operations in near future, in an environment where 

little or no such information is publically available. 

D2.3 is structured as follows. 

Chapter 2 presents an overview of selected technical components as well as the corresponding 

simulation results. It also presents results where some technical components are jointly simulated. 

Overall, the simulation results show significant gains from the usage of these components. The 

gains are quantified with regards to spectral efficiency and/or latency, energy consumption, etc. 

according to the service category at hand (e.g. eMBB, URLLC, etc.). Also, our results on 

connection density for mMTC deployments, which has been contributed to the IMT-2020 

Evaluation Group, is presented. Chapter 2 is concluded with a look at the gains and benefits 

illustrated by the technical components, particularly in view of the 5G features/ challenges in the 

simulation context. 

Chapter 3 details the techno-economic analysis for the following use cases: automotive aided by 

multi-access edge computing, smart cities with massive machine type communications, long 

range connectivity in remote areas, and non-terrestrial networks for disaster and emergency 

communications. These studies provide important insights into the incurred cost with different 

deployment options, particularly the 3GPP RAN centralization options, which also form a basis 

for some broad comparison of the deployment costs across the use cases. The unique technical 

requirements of each of the use cases are captured in these studies and the comparisons make 

clear that a generic deployment model across all the verticals will be highly impractical and also 

expensive. Some insights into opportunities for shared spectrum usage with the main commercial 

5G operations are also provided in this chapter. 

This deliverable is concluded in Chapter 4. 
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2 TeC overview and final simulation results  

2.1 Simulator overview and evaluation methodology of 

various TeCs 

As mentioned in [ONE18-D22], system level evaluation through simulations need to take into 

account different aspects related to configuration, environment models, network (simulated 

system) models, analytics and event handling. All of these are accessible in a user-friendly 

graphical user interface (GUI). The main simulator components are described as follows: 

Environment models and configuration: A first step of system-level simulations is to specify the 

simulated system (i.e., define the considered parameters), designate the environments and select 

analytics. Environment concerns aspects related to traffic (e.g. proper modelling of eMBB, 

mMTC, anticipated load, mobility) and radio conditions (e.g. propagation models). The 

aforementioned parameters and details have been reported also in the projectôs internal report 

[ONE18-IR21]. This is triggered by the fact that project use cases are part of the scenarios 

ñmegacitiesò and ñunderserved areasò and as a result, different traffic characteristics apply 

depending on the use case. Such aspects will be properly documented for the considered use cases 

in order to consider them in the simulations later on. 

Network/ Simulated System models: System aspects include network deployment e.g. small cells 

and macro cells (depending on the deployment) for use cases in underserved areas and megacities. 

Also, spectrum aspects are considered for utilization of bands below 6GHz and to be expanded in 

mmWave. As an example, the model defines the bands allowed to be used, number of channels, 

bandwidth etc. Abstraction of PHY/MAC is taken into account (e.g. spectral efficiency mapping 

curves and Radio Resource Management (RRM) algorithms are also considered. 

Analytics: The simulation results will be evaluated against the Key Performance Indicator (KPI) 

targets (e.g. throughput, latency). The results are analysed and visualised. KPIs are carefully 

elaborated in WP2 as well as related standards. Key Quality Indicators (KQI) are also studied in 

the context of WP2 [ONE17-D21] and WP3 [ONE18-D31] in order to offer a framework to reflect 

objectively the service performance and quality, inherently from an E2E perspective. 

Event Handling: An event may be distinguished by time, location, type (e.g., session set up, call 

request, packet transmission), services, devices, users and supplementary information. Details on 

event handling are provided later in the document. 

Graphical User Interface (GUI): A user-friendly GUI is essential for easy handling of simulations 

and demonstrations. The GUI consists of user-friendly tabs, text boxes, and input fields, in order 

to create an easy to use environment for data input as well as extraction of results by visualizing 

results in graphs and charts. 

Regarding the evaluation methodology, we follow the approach introduced in [ONE18-D22]. The 

defined scenarios and use cases are described in the projectôs deliverable [ONE17-D21]. They 

provide the essential information for building environment models and KPI targets. Technical 

components are developed in WP3 and WP4. In the first phase of the development, initial 

evaluations via system level simulations are performed. Finally in the second phase, 

comprehensive system level simulations are conducted in the context of WP2 to analyse the 

evaluation of technical components with 5G-NR features, analysing the combined gains when 

some TeCs are integrated in the simulator together as well as validation studies through PoCs (in 

the context of WP5). TeCs have been selected based on maturity, compatibility with system-level 

simulator and are a representative sample of WP3 and WP4 related tasks. It is the results of the 

integration of TeCs developed by different partners into the developed system-level simulator. 

The aforementioned approach is depicted in Figure 2-1 
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Figure 2-1: Evaluation methodology approach [ONE18-D22] 

2.2 TeC#1 evaluation - Centralized multi-cell scheduling  

2.2.1 Overall description of the component 

The basic idea of centralized multi-cell scheduling is that a ñsuper-cellò managed by a Central 

Unit (CU) performs all radio tasks above the MAC layer corresponding to the different cells. This 

CU will perform all the scheduling decisions and allocate the users to the resource blocks and 

Remote Unit (RU) where the channel conditions are the best by taking advantage of the Channel 

Quality Indicator (CQIs) reported by the users. More details can be found in ONE5G deliverable 

D3.1 [ONE18-D31].  

Using channel conditions represented by CQI values, the centralized multi-cell scheduler will 

create a 3D-table populated with Proportional Fair (PF) metrics that it will use to schedule users 

at the available sub-bands and RUs. The 3D-table contains the metrics from all the crossing links, 

i.e. from each UE to each RU. Therefore, the centralized scheduler will rely on this table to decide 

which RU has to transmit to a certain UE at some certain sub-bands in every subframe, TTI ï 

1ms.  

In order to be more flexible, the centralized multi-cell scheduler allows frequency reuse by means 

of techniques such as CoMP and NOMA in power domain. The decision to apply these techniques 

is determined by a threshold that the SINR values between different RUs must fulfil at certain 

sub-bands, and by a cluster size which limits the maximum number of RUs to be coordinated.  

Margins to apply CoMP, NOMA and RF isolation techniques are shown below, where i and iô 

indicate different RUs and j a certain subband where the study is being carried out: 

¶ CoMP is applied whether the following relation is met: 

ὛὍὔὙ ὛὍὔὙ ὸὬὶὩίὬέὰὨὅέὓὖς σ Ὠὄ 

¶ NOMA is applied whether the following relation is met: 

ὸὬὶὩίὬέὰὨὙὔὕὓὃ  ὛὍὔὙ  ὛὍὔὙ ὸὬὶὩίὬέὰὨὙὊὭίέὰὥὸὭέὲ 

φ Ὠὄ  ὛὍὔὙ ὛὍὔὙ ςυ Ὠὄ 

¶ Otherwise, RF isolation method will be applied. 

2.2.2 Component evaluation 

In this subsection, we provide the component evaluation which takes into account the 

implementation in the system-level simulator of the centralized multi-cell scheduling technical 

component. The results have been validated by the respective technical component owner who is 

a member of the projectôs consortium. In this respect, the implementation takes into account the 

described procedure and principles for multi-cell scheduling including NOMA and CoMP 

aspects. The following simulation parameters have been considered: 
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Table 2-1: Simulation parameters for TeC#1 evaluations 

Number of cells 21 

Base station Tx power 46 dBm 

Inter-site Distance (ISD) 500 m 

Type of environment Urban 

Location of base stations Rooftop (10 m) 

MIMO scheme 2x2 

Total number of UEs 300, 600, 1200 

UE Tx power 23 dBm 

Height of UEs 1.5 m 

Location of UEs Uniform 

Path loss L = 128.1 + 37.6 log10( R ), 

R in kilometers 

Bandwidth 10MHz downlink and 10MHz 

uplink 

Frequency 2 GHz 

Traffic type and model eMBB, 3GPP FTP Model 1 

Simulation time 60s 

 

As illustrated in Figure 2-2, we evaluate the impact of different NOMA and CoMP factors to the 

centralized multi-cell scheduling. In Figure 2-2a, the UE average downlink throughput is plotted 

for different number of users, namely, 300, 600 and 1200 users. In this plot, it is evident that when 

both CQI and NOMA-CoMP is not taken into account for the scheduling, we experience a lower 

downlink throughput. Then, as NOMA and CoMP are used, throughput improves. Specifically, 

when NOMA factor 1 and CoMP factor 3 are used (these factors represent the NOMA and CoMP 

gain that the system shall consider for reducing the hardness interferences), the throughput results 

are better compared to not using NOMA/CoMP by around 15%, and this percentage goes near 

20% when NOMA factor 2 and CoMP factor 3 are used. The combination of NOMA factor 2 and 

CoMP factor 3 method gains the highest throughput among the six scheduling methods shown in 

Figure 2-2a. Figure 2-2b summarizes the throughput improvement percentages of when applying 

fixed NOMA factor 1, 2, 3, while varying the CoMP factors ranging from 20% up to 40%. 

 
(a) 
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(b) 

Figure 2-2: Evaluation of centralized multi-cell scheduling with different NOMA and CoMP factors 

Furthermore, in Figure 2-3 the CQI distribution of served / selected users is illustrated in order to 

capture the impact of NOMA implementations. In all cases, we see a rather balanced performance 

in which users with various CQIs are selected by the algorithm to be served and not only the best 

ones. The composition of each category of CQI users under NOMA method remains almost the 

same as that of the No-NOMA method.  

 

  

Figure 2-3: CQI distribution percentages (average) for (a) No NOMA, (b) NOMA factor 

1, (c) NOMA factor 2 

(a) 

(b) (c) 
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2.3 TeC#2 evaluation - Component carrier management 

2.3.1 Overall description of the component 

Several techniques for component carrier management have been proposed, each of them 

following different criteria [WPS10, LVM17]. The most immediate research line could be the 

load balancing among component carriers. In the same way, dual connectivity has been addressed 

in recent works, showing its advantages and capabilities in different scenarios [RPW16, LGA16], 

for example, regarding its ability to reduce radio link failures given a fast-moving UE. Finally, 

some recent works propose addressing multi-connectivity component carrier management in a 

similar way than active set management for 3G mobile networks [TAV16]. However, in these 

works, only the radio channel conditions are considered as the inputs for the component carrier 

management.  

The aim of this work is to dynamically assign Component Carriers from multiple (more than two) 

nodes (extending dual connectivity) according to the network state (e.g., network load or coverage 

hole), as well as the service category and context information as presented in Subsection 3.2.2 of 

D3.2 deliverable [ONE18-D32]. In this study, eMBB is considered (i.e., ONE5G use cases no. 2, 

5 and 6 [ONE17-D21]). For this service category, given its need for higher throughput, a data 

aggregation scheme should be followed. To this end, a Component Carrier (CC) manager is 

proposed to determine the number of carriers to be assigned to a user. This CC manager could be 

implemented in the gNodeB and necessary information could be exchange by gNodeB by using 

Xn interfaces. Additionally, the carrier indices, the source nodes, and flow are also proposed by 

the CC manager. 

Regarding the evaluation of the solution, an implementation based on eMBB has been selected. 

For this implementation, different types of inputs are considered, such as: (a) metrics reported by 

the user, like the Reference Signal Received Quality (RSRQ) and (b) metrics from the carriers 

(like their load). Based on these inputs, the CC manager computes a score for each of the available 

carriers indicating the carrier suitability for a specific user. This score can be computed in different 

ways depending on the target criterion (e.g., if a load balancing approach is followed, those CC 

with a lower load will receive a higher score; in the case of a target focused on signal quality, CC 

with higher RSRQ will be selected). 

2.3.2 Component evaluation 

In this subsection, we provide results obtained with the implementation in the system-level 

simulator of the component carrier management technical component. In this specific evaluation, 

we consider only eMBB traffic and selecting cells with the criterion of Reference Signal Received 

Power (RSRP). The proposed solution is based on signal quality (RSRQ) and the load of candidate 

component carriers.  

Table 2-2: Simulation parameters for TeC#2 evaluations 

Number of Macro BS 19 macro 3-sector base stations 

Number of Small BS 57 small base stations 

Number of users 1000 users 

Network area 2200x2200 meters 

ISD 500 meters for macros 

Frequencies 2GHz 

Request arrival time  Poisson 

Traffic data generation 1440 files per user per day   

File Size 1MB 
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Simulation time 60 sec 

Bandwidth 20MHz 

Component Carriers 1 to 7 

FTP direction Downlink  

 

Figure 2-4 illustrates the result of throughput by considering different number of component 

carriers and by taking into account the simulation parameters of Table 2-2. The proposed approach 

takes into account the selection of CCs, the RSRQ and load metrics while comparing it with the 

RSRP metric. For all values of CCs, the RSRQ & load approach performs slightly better in terms 

of throughput as compared to the RSRP case. 

 

Figure 2-4: Evaluation of throughput at a bandwidth of up to 20MHz 

 

Table 2-3: Simulation parameters 

Number of Macro BS 19 macro 3-sector base stations 

Number of Small BS 57 small base stations 

Number of users 1000 users 

Network area 2200x2200 meters 

ISD 500 meters for macros 

Frequencies 2GHz 

Request inter-arrival time  Poisson 

Traffic data generation 1440 files per user per day   

File Size 1MB & 8MB 

Simulation time 60 sec 

Bandwidth 10MHz 

Component Carriers 1 to 7 

FTP direction Downlink  

 

Figure 2-5 illustrates the average throughput numbers for various values of component carriers 

using the simulation parameters from Table 2-3. In all cases, the RSRQ & load approach is slightly 

superior to RSRP in terms of throughput as shown in Fig. 2-5. 
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(a) 

 

 
(b) 

Figure 2-5: Evaluation of throughput at a bandwidth of up to 10MHz (a) 1MB file size, (b) 8MB file 

size 

Table 2-4: Simulation parameters 

Number of Macro BS 19 macro 3-sector base stations 

Number of Small BS 57 small base stations 

Number of users 1000 users 

Network area 2200x2200 meters 

ISD 500 meters for macros 

Frequencies 2GHz 

Request inter-arrival time  Poisson 

Traffic data generation 1440 files per user per day   

File Size 8MB 

Simulation time 60 sec 

Bandwidth 100MHz 

Component Carriers 1 to 4 

FTP direction Downlink  

Finally, Figure 2-6 illustrates the result of throughput by considering different number of 

component carriers when considering higher bandwidths of up to 100MHz (for taking into 

account 5G assumptions of higher bandwidths) for each CC. Similar to previous results, for all 

values of CC, the RSRQ & load approach achieves slightly higher throughput compared to the 

RSRP . 
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Figure 2-6: Evaluation of throughput at a bandwidth of up to 100MHz 

2.4 TeC#3 evaluation - Context-aware proactive QoE traffic 

steering 

2.4.1 Overall description of the component 

The global objective of this technical component is to develop a set of tools to improve mobility 

management in 5G NR in order to optimize the quality of experience (QoE) perceived by an end 

user. To that end, and in order to emphasize the end user perspective, radio access network 

performance indicators are left aside in favor of metrics related to the QoE associated to a certain 

service. These will be used as the input for mobility management use cases, like load balancing, 

leading to a balanced QoE. The proposed QoE traffic steering method considers QoE metrics for 

different eMBB services as inputs, in order to obtain a balanced situation regarding user 

experience in the different cells of the network. This solution can be completed by applying 

predictive intelligence algorithms, in order to forecast traffic behavior and thus, a possible QoE 

degradation. This will allow network operators to prevent such degradation by a proactive end-

to-end optimization. These predictive intelligence algorithms will rely both on past observations 

from the network as well as on context and social network data as described in Subsection 4.2.2 

of D3.2 deliverable [ONE18-D32]. Overall, the main objective of this TeC is to achieve a QoE 

balancing by adjusting handover margins on a per-service basis (i.e., all UE with the same service 

in a certain cell have the same value of handover margin).  

2.4.2 Component evaluation 

In this subsection, we provide results which take into account the implementation of the ñQoE 

traffic steeringò technical component. The following simulation parameters are considered: 

Table 2-5: Simulation parameters 

Number of Macro BS 19 macro 3-sector base stations 

Network area 2200x2200 meters 

Frequencies 2GHz 

Simulation time 60 sec 

Bandwidth 10MHz 

FTP/web direction Downlink  
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Figure 2-7 to Figure 2-10 illustrate the evaluation of QoE for different combinations of web and 

FTP users. The QoE is evaluated for different simulation loops. Loops represented different 

simulation runs. The aim of these loops is to show that the QoE metric converges and does not 

exhibit large fluctuations. As such, all cases show a convergence of QoE metric after 2-3 loops 

and stays almost stable till 10 loops. 

 

  

Figure 2-7: Evaluation of QoE for 2000 web 

users and 3000 FTP users 

Figure 2-8: Evaluation of QoE for 3000 web 

users and 3000 FTP users 

 

  

Figure 2-9: Evaluation of QoE for 1000 web 

users and 2000 FTP users 

Figure 2-10: Evaluation of QoE for 1000 web 

users and 3000 FTP users 

 

Moreover, a figure of merit has been identified. The considered figure of merit measures the level 

of QoE imbalance in the scenario. For that, the average QoE per cell and service for a certain cell 

is compared to the average QoE for neighboring cells. Expression (1) presents the figure of merit 

calculation. For a given cell c_i and service s_l, the QoE is computed as an average QoE perceived 

by the users with service s_l in cell c_i as ὗέὉὧȟί . In the case of the neighboring cells, the 

average QoE is computed as an average QoE per cell and service of the n neighboring cells (in 

this work, a maximum of n=6 neighbors are considered), ὗέὉὧȟί. Finally, Nc represents the 

number of considered cells.  

ὗέὉ
В ȿ ȟ ȟȿᶪ  

        (1) 

The convergence of the QoE to certain values is shown in Figure 2-11 and Figure 2-12. 
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Figure 2-11: Figure of merit evaluation for 

FTP service 

Figure 2-12: Figure of merit evaluation for 

Web service 

2.5 TeC#4 evaluation ï mMIMO 

2.5.1 Overall description of the component 

By now, the advantages and trade-offs of massive MIMO are well understood [BSW+19], and 

with the introduction in the 3GPP-NR standard, it can be regarded as a mature technology 

[GPB+18]. However, when it comes to the deployment of antennas in centralized arrays, the focus 

is limited to planar antenna structures [KMT+18]. In this component, a circular array structure is 

proposed in order to reduce outage of the directional planar antenna arrays.  

System level evaluation of massive MIMO in cellular systems is computationally and storage 

wise very demanding due to the large antenna dimension and high number of devices required to 

utilize spatial multiplexing gains. Considering also realistic traffic models, simulations have to 

cover a time range in the order of hundreds of milliseconds, an additional abstraction model 

besides the SINR-to-rate mapping is required and described in the following.  

In [WU+14] a PHY-layer abstraction model is proposed and adapted to fit in the 5G system-level 

platform. First, the PHY layer MIMO simulation is performed with parameter configuration 

according to the use case or scenario requirements. From the system level simulations, the 

following two outputs are required as input to the system level abstraction, see Section 5.4 in 

[ONE18-D41]:  
1. The number of spatially multiplexed users per time-frequency resource 

2. The achieved user spectral efficiency over the unprecoded wideband SINR (also referred to as 
geometry) or SNR 

In the second step, the system level or network layer simulation is performed assuming MIMO 

technology component. Therein, multiple users on a time-frequency resource have to be selected 

according to the mapping table or curve from PHY layer simulation. The mapping from SNR to 

spectral efficiency can be done by selecting a point out of the distribution requiring some 

complexity or in the simplest case to use always the median value. Note that the active user 

selection in the system level simulation may depend on traffic and mobility models. After the user 

selection, the SNR or unprecoded wideband SINR of these users is determined and used as input 

to the mapping from SNR or geometry to user spectral efficiency. 

2.5.2 Component evaluation 

In this subsection, we provide some results which take into account the implementation of the 

ñmMIMOò technical component. The following simulation parameters are considered, where 

UPA stands for uniform planar array and UCA for uniform cylindrical array: 
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Table 2-6: General simulation parameters 

Parameter Value 

Carrier frequency 3.75 GHz 

Bandwidth 10MHz, 5X20MHz  

Multiplexing OFDM ï 5G NR 

Resource block 

configuration 

12 subcarrier, 14 symbols 

Subcarrier bandwidth 15 kHz 

Duplex Mode Time Division Duplex 

Channel state information 

(CSI) knowledge at BS 

Full and error free CSI 

Multiple-user transmission 

scheme 

MMSE 

Number of Macro Cells 19 

Number of BS antennas UPA: triple sectorized [8x8] 

UCA: [8x24], columns on 

circle 

XY-Deployment Hexagonal grid 

Inter side distance 300 m 

Height 25 m 

Transmit power 40 dBm 

User Height 1.5 m 

Element pattern Omni 

UE Velocity 3 km/h 

Number of Users 500-16000 

Area 1500x1500 meters 

 

The spectral efficiency curves are provided in Figure 2-13 and Figure 2-14 which are taken into 

account in the system level simulations: 

 

  

Figure 2-13: Spectral efficiency when using 

UPA 

Figure 2-14: Spectral efficiency when using 

UCA 

 






























































































